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The System z10 will be the last server to support ICB-4 links.

IBM intends not to offer Integrated Cluster Bus-4 (ICB-4) links on future servers 
as originally stated in US Hardware Announcement 108-154, dated February 
26, 2008.

IMPORTANT
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HMCHMC

The IBM zEnterprise System
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Parallel Sysplex InfiniBand (PSIFB) Coupling
ready for even the most demanding data sharing workloads

 Simplify Parallel Sysplex connectivity
Do more with less

– Can share physical links by defining multiple
logical links (CHPIDs)

– Can consolidate multiple legacy links (ISC and/or ICB)
– Easily address link constraints 

(e.g. define another CHPID to increase available
subchannels instead of having to add physical links)

 More flexible placement of systems in a data center
– InfiniBand coupling links (FC 0163 and 0167) take advantage of optical cables 

up to 150m long. No longer restricted to only 7m between System z CECs 
when using these high performance links.

– InfiniBand coupling link Long Reach (LR FC 0168) features use the same 9 
micron fiber cables as ISC-3 and FICON/FCP for unrepeated distances of 
up to 10km, and metropolitan distances with qualified DWDM solutions.
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One “lane” (one pair), 2.5 Gbps link data rate, unrepeated distance of 10 km
Used with 9 micron single mode fiber optic cabling with LC Duplex connectors

1x IB-SDR LR

GigaBytes per secondGBps

One “lane” (one pair), 5 Gbps link data rate, unrepeated distance of 10 km
Used with 9 micron single mode fiber optic cabling with LC Duplex connectors

1x IB-DDR LR

Gigabits per secondGbps

12 “lanes” (pairs) for a total link data rate of 3 GBps, 150 meters point-to-point
Used with OM3, 2000 MHz-k 50 micron multimode fiber optic cabling with MPO connectors

12x IB-SDR

12 “lanes” (pairs) for a total link data rate of 6 GBps, 150 meters point-to-point
Used with OM3, 2000 MHz-k 50 micron multimode fiber optic cabling with MPO connectors

12x IB-DDR

Single Data Rate – 2.5 Gbps per “lane” (0.25 GBps)SDR

Double Data Rate – 5 Gbps per “lane” (0.5 GBps)DDR

One “lane”, one pair of fibers 1x

12 “lanes”, 12 pairs of fiber12x

DescriptionTerm

Note: The InfiniBand link data rate of 6 GBps or 3 GBps does not represent the performance of the link. The actual performance is dependent upon 
many factors including latency through the adapters, cable lengths, and the type of workload. With InfiniBand coupling links, while the link data rate may 
be higher than that of ICB, the service times of coupling operations are greater, and the actual throughput may be less than with ICB links.

InfiniBand Glossary
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InfiniBand Architecture

 http://www.infinibandta.org/home

 InfiniBand is a communications link primarily used in high-performance 
computing. Its features include quality of service and failover, and it is 
designed to be scalable. The InfiniBand architecture specification defines a 
connection between processor nodes and high performance I/O nodes such 
as storage devices.

 Key requirements: high-bandwidth and low latency

 InfiniBand Trade Association (IBTA) founded in 1999

 Steering committee members

– IBM®

 z10 Implementation uses the IBTA defined Link and Physical layers only for: 

– InfiniBand (IFB) for host bus (CEC/CPC to I/O domain) 
– Parallel Sysplex over InfiniBand (PSIFB)

InfiniBand® is a registered trademark of the InfiniBand Trade Association (IBTA)
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Overview

System z InfiniBand Implementation 

• In z10, copper links used to connect I/O cage to book,  optical links used to 
connect to other z10 or z9

• In z9, optical links used to connect to z10
• Cannot use PSIFB to connect two z9s 

• With 12x PSIFB links, all 12 lanes are used, even if only one CHPID is 
assigned to that link  
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Overview

PSIFB is a point-to-point architecture which

• Supports both optical (fiber) and electrical (copper) – Supports varying 
number of "physical lanes" per connecting media - 1, 4, 8, or 12 lanes per 
link.
• Cable has 2 wires per lane, send and receive 

• Supports multiple “virtual lanes” (up to 16 CHPIDs in System   z 
terminology) over the same physical link.

• Supports varying bandwidths 

• Single data rate (250 MB/sec per physical lane)
• Used between z9 and z10 

• Double data rate (500 MB/sec per physical lane)
•Used between a pair of z10s, or within a z10 

• Quadruple data rate (1000MB/sec per physical lane) 
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12*/32*
10 km unrepeated

(6.2 miles)
100 km repeated

5 Gbpsz10 to z10 1x IB-DDR LRPSIFB

12*/32*150 meters
(492 feet)***

6 GBps
3 GBps**

z10 to z10 
z10 to z9 12x IB-DDRPSIFB

64
CHPIDs

z10 
Maximum

32/32NAInternal
speeds

Internal
communication

Internal Coupling 
ChannelIC

48/48

12/16

z10 BC/EC
Maximum

10 km unrepeated
(6.2 miles)

100 km repeated
2 Gbpsz10, z9,

z990, z890
Fiber connection

between OS and CFISC-3

10 meters ***
(33 feet)2 GBpsz10, z9, 

z990, z890
Copper connection
between OS and CFICB-4

Distance
Link

data rate
UseDescriptionType

 The maximum number of Coupling Links combined cannot exceed 64 per server (PSIFB, ICB-4, ISC-3). There is a 
maximum of 64 Coupling CHPIDs (CIB, ICP, CBP, CFP) per server. 

 For each MBA fanout installed for ICB-4s, the number of possible customer HCA fanouts is reduced by one
* Each link supports definition of multiple CIB CHPIDs, up to 16 per fanout

** z10 negotiates to 3 GBps (12x IB-SDR) when connected to a System z9 
*** 3 meters (10 feet) reserved for internal routing and strain relief

Note: The InfiniBand link data rates of 6 GBps, 3 GBps, 2.5 Gbps, or 5 Gbps do not represent the performance of the link. The actual performance is dependent upon 
many factors including latency through the adapters, cable lengths, and the type of workload. With InfiniBand coupling links, while the link data rate may be higher 
than that of ICB (12x IB-SDR or 12x IB-DDR) or ISC-3 (1x IB-SDR or 1x IB-DDR), the service times of coupling operations are greater, and the actual throughput may 
be less than with ICB links or ISC-3 links. 

z10 Coupling link options
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Type Description Use Link
data rate Distance z196

Maximum
z196

Max links
z196
Max 

CHPIDs

IC
(ICP)

Internal Coupling 
Channel

Internal
communication

Internal
speeds NA 32 NA

128
CHPIDs

InfiniBand
(CIB)

12x InfiniBand z196 & z10 
z196 & z10 to z9 

6 GBps
3 GBps*

150 meters
(492 feet) 32

InfiniBand
(CIB)

1x InfiniBand z196 & z10 5 Gbps
or 2.5 Gbps**

10 km unrepeated
(6.2 miles)

100 km repeated
32 32

ISC-3
(CFP)

InterSystem
Channel-3 z196, z10, z9 2 Gbps

10 km unrepeated
(6.2 miles)

100 km repeated
48 48

 Maximum of 16 InfiniBand fanouts are allowed, 2 links per fanout
 Maximum of 128 coupling CHPIDs (ICP, CIB, CFP) per server

Each InfiniBand link supports definition of multiple CIB CHPIDs, up to 16 per fanout

* z196 & z10 negotiate to 3 GBps when connected to a z9
**  May negotiate to 2.5 Gbps when connected to a DWDM 

Note: ICB-4 is not supported on z196

Note: The InfiniBand link data rates of 6 GBps, 3 GBps, 2.5 Gbps, or 5 Gbps do not represent the performance of the link. The actual performance is dependent upon 
many factors including latency through the adapters, cable lengths, and the type of workload. 

z196 coupling link options
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Coupling Link Choices - Overview

ISC (Inter-System Channel)
ƒFiber optics
ƒI/O Adapter card
ƒ10km and longer distances with qualified WDM solutions

PSIFB (1x IB)
ƒFibre optics – uses same cabling as ISC
ƒ10km and longer distances with qualified WDM solutions

PSIFB (12x IB)
ƒ150 meter max distance optical cabling
ƒSupports multiple CHPIDs per physical link 

ƒMultiple CF partitions can share physical link

ICB (Integrated Cluster Bus) 
ƒCopper cable plugs close to memory bus
ƒ10 meter max length

IC (Internal Coupling Channel)
ƒMicrocode - no external connection
ƒOnly between partitions on same processor

Relative Performance
Based on avg data xfer size

4x

1x
2x

3x
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PSIFB Configurations Supported
 InfiniBand coupling link attachments on System z9 are no longer limited to 

standalone coupling facilities.

Note: Support of IFB links on System z9 for attachment to System z10 are for migration purposes only. IBM does not intend to 
support 12x InfiniBand coupling links to connect two System z9 servers.

YesSODN/ASystem z10 

SODNoN/ASystem z9 
Mixed ICF & z/OS 

YesNoN/ASystem z9  
Standalone CF only 

N/AN/AN/Az890 / z990

System z10System z9 z890 / z990z/OS
CF

Yes
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*    Maximum of 32 InfiniBand links of all types on System z196.
**   Maximum of 32 InfiniBand links of all types + ICB4 links on System z10 EC. ICB-4 not supported on Model E64
***  Maximum of 12 InfiniBand links of all types + ICB4 links on System z10 BC. 
**** Maximum external links is the maximum total number of physical link ports (Does not include IC) 
***** Maximum coupling CHPIDs defined in IOCDS includes IC and multiple CHPIDs defined on InfiniBand physical links.

System z – Maximum Coupling Links and CHPIDs

Server 1x InfiniBand 12x InfiniBand IC ICB-4 ICB-3 ISC-3 Max**** 
External Links

Max***** Coupling 
CHPIDs

z196 32*
M15 - 16

32*
M15 - 16

32 N/A N/A 48 80 128

z10 EC 32**
E12 - 16

32*
E12 - 16

32
16**

(32/RPQ)
N/A 48 64 64

z10 BC 12*** 12*** 32 12*** N/A 48 64 64

z9 EC N/A 16
S08 - 12 32 16 16 48 64 64

z9 BC N/A 12 32 16 16 48 64 64
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z9 EC
PSIFB, ISC-3, 

and ICB-4

z990     
ISC-3, ICB-4

z800, z900
Not supported!

z9 BC
PSIFB, ISC-3, 

and ICB-4

z10 
PSIFB, ISC-3, 
and ICB-4

z890     
ISC-3, ICB-4

12x IB-SDR
150 meters

12x IB-DDR
150 meters

ICB4, ISC3
12x PSIFB

z10 BC
or

z10 EC

z10 BC
or

z10 EC

1x IB-DDR
10/100 KM

z10 Parallel Sysplex coexistence and coupling 
connectivity 

z10 EC
E64 no ICB-4

z10 BC
Non-raised floor no 

ICB4

 12x IB-SDR Coupling Links 
supported on any z9 EC or BC
 Dedicated System z9 CF 

restriction removed
 Coupling support: 

• z9 to z10 ONLY
• z9 to z9 NOT supported

• Note: System z9 does not 
support 1x InfiniBand links
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ISC-3
Up to 100 KM

IBM eServer® zSeries™

z800, z900
z890 and z990
Not supported!

z10 EC and z10 BC™

PSIFB, ISC-3,

PSIFB 
Up to 150 meters PSIFB

150 meters

PSIFB

z9 to z9 NOT supported

z9 EC and z9 BC  
PSIFB, ISC-3

PSIFB
10/100 KM

ISC-3
Up to 100 KM

ISC-3
Up to 100 KM

PSIFB
10/100 KM

PSIFB
150 

meters

Note: ICB-4s and ETR
NOT supported on z196

z196

z196 Parallel Sysplex coexistence of Servers/CFs and 
coupling connectivity

z196
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 Point-to-point up to 150 m (492 ft)
 2 ports per HCA1-O fanout
 12x IB-SDR (3 GBps – 12 lanes 2.5 Gbps)

– z10 to any System z9
– Dedicated System z9 CF restriction removed

 OS Support for non-dedicated CFs
– z/OS 1.8 – definition and exploitation

(z/OS 1.7 with Lifecycle Extension, 5637-A01)
– z/VM V5.3 – definition only

Dynamic I/O configuration to define, modify and 
delete a CHPID when z/VM 5.3 is the controlling 
LPAR for dynamic I/O

 Disruptive Outage Required for First PSIFB MES Addition 
for General Purpose System z9 Servers

12x IB-SDR

Minimum – 0

Maximum – z9 BC 12 links
Maximum – z9 EC 16 links

(Model S08 12 links)

Order increment – 2 ports

Distance – 150 meters

OM3 fiber optic cables

HCA1-O
IFB

Up to 16 CHPIDs – across 2 ports

IFB

Note: The InfiniBand link data rates of 6 GBps, 3 GBps, 2.5 Gbps, or 5 Gbps do not represent the performance of the link. The actual performance is dependent upon many 
factors including latency through the adapters, cable lengths, and the type of workload. With InfiniBand coupling links, while the link data rate may be higher than that of ICB 
(12x IB-SDR or 12x IB-DDR) or ISC-3 (1x IB-SDR or 1x IB-DDR), the service times of coupling operations are greater, and the actual throughput may be less than with ICB 
links or ISC-3 links. 

System z9 does NOT support 1x IB-DDR InfiniBand 
Coupling Links
System z9 to System z9 InfiniBand Coupling 
Link connectivity is not supported

Check System z9 Driver 67 Exception Letter on 
Resource Link for any restrictions.

System z9 12x IB-SDR Coupling Links
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 Point-to-point up to 150 m (492 ft)
 2 ports per HCA2-O fanout
 12x IB-DDR (6 GBps – 12 lanes at 5 Gbps)

– z10 to z10  
 12x IB-SDR (3 GBps – 12 lanes at 2.5 Gbps)

– z10 to any System z9
– Autonegotiated to z9 

 OS Support for z10 CFs
– z/OS 1.8 – definition and exploitation

(z/OS 1.7 with Lifecycle Extension, 5637-A01)
– z/VM V5.3 – definition only

Dynamic I/O configuration to define, modify and 
delete a CHPID when z/VM 5.3 is the controlling 
LPAR for dynamic I/O

12x IB-DDR

Minimum – 0

Maximum – z10 BC 12 links
Maximum – z10 EC 32 links

(Model E12 16 links)

Order increment – 2 ports

Distance – 150 meters

OM3 fiber optic cables

HCA2-O  IFB IFB

Up to 16 CHPIDs – across 2 ports

Check System z10 Driver 76 Exception Letter on 
Resource Link for any restrictions.

Note: The InfiniBand link data rates of 6 GBps, 3 GBps, 2.5 Gbps, or 5 Gbps do not represent the performance of the link. The actual performance is dependent upon many 
factors including latency through the adapters, cable lengths, and the type of workload. With InfiniBand coupling links, while the link data rate may be higher than that of ICB 
(12x IB-SDR or 12x IB-DDR) or ISC-3 (1x IB-SDR or 1x IB-DDR), the service times of coupling operations are greater, and the actual throughput may be less than with ICB 
links or ISC-3 links. 

System z10 12x IB-DDR Coupling Link  
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z196 InfiniBand coupling links 

HCA2-O 
IFB IFB

Up to 16 CHPIDs – across 2 ports

HCA2-O LR
IFB IFB

Up to 16 CHPIDs – across 2 ports

DDR = double date rate, SDR = single data rate

Type Speed Distance Fanout Cabling

12x InfiniBand 6 or 3 GBps 150 meters HCA2-O 50µ MM (OM3) fiber

1x InfiniBand 5 or 2.5 Gbps 10 km HCA2-O LR 9µ SM fiber

 Ports exit from the front of a book
Does not use I/O card slots
 12x InfiniBand – z196, z10, z9

– DDR at 6 GBps
• z196 and z10  

– SDR at 3 GBps
• z196 & z10 to z9
• First addition to z9 is disruptive
• z9 to z9 connection not supported 

 1x InfiniBand – z196 and z10 (not z9)
– DDR at 5 Gbps
– SDR at 2.5 Gbps (if DWDM requires)
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Multiple Channel Paths

 Up to 16 CHPIDs across the two ports of single InfiniBand coupling HCA
– More subchannels per physical link
– NOT more subchannels per CHPID
– Can connect to multiple CF LPARs

– MIF uses same address, 7 subchannels per CHPID

CHPID FF
7 subchannels

CHPID FE
7 subchannels

Single PSIFB link
14 subchannels

z/OS
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System z – Parallel Sysplex InfiniBand coupling (PSIFB)  
Lower Cost Coupling Infrastructure – consolidating coupling links

 Can consolidate multiple ISC -or- ICB links with InfiniBand (PSIFB)
 Level of consolidation possible depends upon system configuration and 

workload
– Do not define more than 8 CHPID per InfiniBand feature (although up to 16 CHPIDs are supported) without a 

careful review by IBM Advanced Technical Support or Development.
– Rarely would more than 8 CHPIDs help a configuration -- and fully configured implementations (all 16 CHPIDs 

defined) may even perform worse than just using 8 CHPIDs.

z/OS
Prodn
LPAR

ICB or ISC

z/OS
Devy
LPAR

O   O   O

ICB or ISC

CFProd 
CF1

Dev 
CF1

CFProd 
CF2

Dev 
CF2

Each line is 2 ICB 
(up to 10m) or 2+ ISC 
(up to 10km unrepeated)

z/OS
Prod1
LPAR

ICB or ISC

z/OS
Dev1 
LPAR

ICB or ISC

z/OS
Prodn
LPAR

ICB or ISC

z/OS
Devy
LPAR

O   O   O

ICB or ISC

CFProd 
CF1

Dev 
CF1

CFProd 
CF2

Dev 
CF2

Systems 
can share 

the IFB link

InfiniBand

Each line is 2 InfiniBand 
(~150m for 12x features, or up to 
10km unrepeated for 1x features)

z/OS
Prod1
LPAR

ICB or ISC

z/OS
Dev1 
LPAR

ICB or ISCInfiniBand
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Planning considerations

 PSIFB links
– Requires z/OS 1.7 or later with PTFs

IBM Life Cycle Extension for z/OS 1.7 (Expires on 09/30/2010)
– Still have limit of 64 CF link CHPIDs per CPC 

– Still have limit of 7 subchannels per CF link CHPID
But you can overcome this by defining multiple CHPIDs over the 

same link 
Valid to have one port on a HCA2 card talking to a  z9 (SDR), and 

the other port talking to z10 (DDR) 
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Planning considerations

 Distance support:
– 12x PSIFB supports max of 150 meters 
– 1x DDR on z10 (ONLY) supports up to 10km unrepeated 
– 1x DDR or SDR on DWDM supports up to 100km

DWDM support determines whether DDR or SDR is used

– Installation of first HCA on a z9 is disruptive - requires a POR  to 
enable new IOP code
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Planning considerations

Adapter ID (AID)
 New to z10 EC and System z9 

– The AID is used in defining CIB CHPIDs in HCD/IOCP

 When installed each HCA is assigned an Adapter ID (AID)
– The AID has a number range of 00-1F

– On z10 the AID is permanently assigned to an HCA, based on the HCA 
serial number, for as long as it's installed in the same CEC
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Planning considerations

 Same validation rules as for ISC and ICB channel paths and STP links
–CIB channel path can only be connected to another CIB channel path.
–When a production IODF is built, all CIB channel paths have to be 

connected
–A spanned CIB channel path must have defined the same Adapter ID

(AID) and port for all channel subsystems where it is defined
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Definition of InfiniBand Coupling Link

 The Definition
– Defining new channel path type CIB (Coupling using IB)
– Requires specification of Host Channel Adapter (HCA) ID and port number

 Characteristics:
– CIB channel path can be DED, REC, SHR or SPAN
– Up to 16 CHPIDs per HCA2-O

Maximum of 16 CHPIDs per AID (Adapter ID)
16 CHPIDs can be shared across the two ports of the HCA2-O

– No PCHID value
– Point-to-point connections for HCA2-O/HCA2-O LR and via patch panel for HCA2-O 

LR only
– Target server identified by CSYSTEM on CHIPID statement
– Local server identified by LSYSTEM on ID statement
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PSIFB – Deployment at Aetna

Datacenter overview
– 14 z10 2097’s
– 4 External CF 2097’s 
– 2 Datacenters (8 CECs/6 CEC’s)

PSIFB – when and where

Performance

handerag@aetna.com
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Windsor Computer Center CPU Configuration Pre PSIFB
SYST Z1  IBM 2097/E56

SYST Z10  IBM 2097/E56

DBRQ

DBRP

DBR5

DBR7

LP23

LP22

LP24

DB62

LP32

LP31

DBR6

DBR8

zAAP 
MIPS**

zAAP  
MIPS**

zAAP 
MIPS**
zAAP 
MIPS**
zAAP 
MIPS**
zAAP 
MIPS**

LP51

LP52

CFW7 and CFW8  2084-302
16 Gb Bk=A

Each image represents 2 CECs
All Channels replicated

CFW7 and CFW8  2084-302
16 Gb Bk=A

Each image represents 2 CECs
All Channels replicated

CF51/2
2 Gb    

CF31/2
4 Gb

CF9A/B
2 Gb

CF911/2
2 Gb

LP93

LP94

LP91

LP92
DBRR

DBR1

DBR2

DBR3

SYST Z5   IBM 2097/E40SYST Z5   IBM 2097/E40

DBR9DBR9

SYST Z2   IBM 2097/E26

LP21

LP61

CF61/2
2 Gb

CF21/2
2 Gb

CFW3 and CFW4 2084-303
16Gb Bk=B 18

Each image represents 2 CECs
All Channels replicated

DBC1/2
7 Gb

ICB4ICB4
ISC3ISC3

Link  TypesLink  Types
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SYST Z1  IBM 2097/E56

SYST Z10  IBM 2097/E56

DBRQ

DBRP

DBR5

DBR7

LP23

LP22

LP24

DB62

LP32

LP31

DBR6

DBR8

zAAP 
MIPS**

zAAP  
MIPS**

zAAP 
MIPS**
zAAP 
MIPS**
zAAP 
MIPS**
zAAP 
MIPS**

LP51

LP52

CFW7 and CFW8  2084-302
16 Gb Bk=A

Each image represents 2 CECs
All Channels replicated

CFW7 and CFW8  2084-302
16 Gb Bk=A

Each image represents 2 CECs
All Channels replicated

CF51/2
2 Gb    

CF31/2
4 Gb

CF9A/B
2 Gb

CF911/2
2 Gb

LP93

LP94

LP91

LP92
DBRR

DBR1

DBR2

DBR3

SYST Z5   IBM 2097/E40SYST Z5   IBM 2097/E40

DBR9DBR9

SYST Z2   IBM 2097/E26

LP21

LP61

CF61/2
2 Gb

CF21/2
2 Gb

CFW3 and CFW4 2084-303
16Gb Bk=B 18

Each image represents 2 CECs
All Channels replicated

DBC1/2
7 Gb

DBRQ

DBRP

DBR5

DBR7

LP23

LP22

LP24

DB62

LP32

LP31

DBR6

DBR8

zAAP 
MIPS**

zAAP  
MIPS**

zAAP 
MIPS**
zAAP 
MIPS**
zAAP 
MIPS**
zAAP 
MIPS**

LP51

LP52

CF51/2
2 Gb    

CF31/2
4 Gb

CF9A/B
2 Gb

CF911/2
2 Gb

LP93

LP94

LP91

LP92
DBRR

DBR1

DBR2

DBR3

SYST Z5   IBM 2097/E40SYST Z5   IBM 2097/E40

DBR9DBR9

LP21

LP61

CF61/2
2 Gb

CF21/2
2 Gb

DBC1/2
7 Gb

Windsor Computer Center CPU Configuration Pre PSIFB
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Windsor Computer Center CPU Configuration Post PSIFB
ZFW3 and ZFW4  2097-706

Each image represents 2 CECs
All ICB4 Channels replicated

(PSIFB unchanged to support both CF’s)
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Windsor Computer Center CPU Configuration Post PSIFB

ZFW3 and ZFW4  2097-706

Each image represents 2 CECs
All ICB4 Channels replicated

(PSIFB unchanged to support both CF’s)
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PSIFB Heuristic Display
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PSIFB CF and RMFIII
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PSIFB CF and RMFIII
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PSIFB CF and RMFIII
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PSIFB CF and RMFIII
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PSIFB CF and RMFIII
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ICB4 CF and RMFIII
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PSIFB CF and RMFIII
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PSIFB CF and RMFIII
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– http://www.redbooks.ibm.com/redpieces/pdfs/sg247539.pdf
– Getting Started with InfiniBand on System z10 and System z9

 Considerations
– http://www-03.ibm.com/systems/z/advantages/pso/whitepaper.html
– Coupling Facility Configurations Guidelines

 Tools
– http://w3-03.ibm.com/support/americas/wsc/cps.html
– zCP3000
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